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Abstract
As climate and air quality models improve, and informed policy strategies for

mitigation become more urgent, the need for valid estimates of emissions on a local level
is increasing, particularly in urban areas. Many cities have established emission

inventories using a bottom-up approach. Emission estimates based on inventories can
be compared to direct atmospheric flux measurements to validate emission models, and

highlight sources or sinks that have not been accounted for. Such comparisons have
been made at several sites in the US and Europe, with a large variation in results. This
work features a first comparison between direct eddy covariance flux measurements and

estimated emissions in Stockholm, using flux data from 2008-2009 and the emission
database of the local department for environmental air- and noise pollution. The

measurements included both CO2 fluxes and aerosol fluxes in the size range 0.25-2.5µm.
Averaged estimates of CO2 emissions agreed with averaged measured fluxes within

13-17% in traffic dominated areas. Aerosol fluxes had to be converted from number to
mass units, in which a maximum and minimum value for the particle density was

applied. The comparison was made with estimates of PM2.5 emissions, obtained by
scaling down PM10 estimates. Total average daily emission estimates in traffic

dominated areas were within the estimated upper and lower limit of daily average mass
fluxes. In areas dominated by vegetation, estimates of both pollutants were compatible

with the measured fluxes within the uncertainty estimate. Overall, results indicated
that the local emission inventories are sufficient for many relevant applications.
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Introduction

Anthropogenic emissions of CO2 and other greenhouse gases are known to induce global
warming, and thus expected to have devastating consequences for society in the absence
of successful mitigation (IPCC, 2018). Cities are estimated to account for around 75%
of global CO2 emissions (Environment, 2017), where traffic has been observed as the
dominant urban source (Velasco and Roth, 2010). Traffic is also a major urban source of
aerosol emissions (Conte et al., 2018), that not only lead to severe health effects globally
(Brunekreef and Forsberg, 2005; Caiazzo et al., 2013; Mukherjee and Agrawal, 2018),
but also represent one of the largest uncertainties in global climate science. Aerosols,
or particulate matter (PM), are known to mask global warming effects to an uncertain
degree by having a negative radiative forcing, whilst some PM such as black carbon
deposits to create light absorbing surfaces with the opposite effect (IPCC, 2013).

Valid estimates of urban emissions on different temporal and spatial scales are crucial
for many applications, such as research on the formation of secondary pollutants (Gabusi
and Volta, 2005; Gualtieri, 2010), accurate climate models of future scenarios (Stohl
et al., 2001), and policy planning or follow-up on mitigation strategies with respect to
air quality (Hammarström and Karlsson, 1994; Cloke et al., 1998), and climate (Crippa
et al., 2020a). Therefore, as models improve, the need for high resolution urban emission
inventories increases. Many cities have established emission databases using a bottom-up
approach based on emission factors (EF) (C40 and ICLEI, 2021; HBEFA, 2021). EF
relate the rate of emission to some type of activity, for example traffic intensity, emission
of a tracer pollutant, or fuel sales, and can be combined with activity data to calculate
the emission from a defined region and time period.

Emission inventories have been found to vary greatly between regions, (Zhao et al.,
2011; Qiu et al., 2014) even between regional and national level within the same country
(Lee et al., 2015), and uncertainties are challenging to estimate (Solazzo et al., 2021).
Attempts have therefore been made to evaluate emission estimates by comparing to mea-
sured atmospheric concentrations of different pollutants (Brondfield et al., 2012; McKain
et al., 2012), local concentrations however do not reflect only local emissions, as they are
influenced by long range transport.

The development of the state of the art Eddy Covariance (EC) method has enabled
direct measurements of surface emissions, within a limited area. While most frequently
implemented for measuring gas exchange over homogeneous landscapes such as forests
or agricultural land (Burba, 2013), the EC method has been increasingly implemented
in measurement campaigns in urban areas (Feigenwinter et al., 2012). Although most
commonly used to study CO2 emissions (Velasco and Roth, 2010), successful applications
for aerosols have been confirmed (Mårtensson et al., 2006; Conte et al., 2018).

Previous studies have derived EF for traffic related aerosols using direct flux measure-
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ments, either parameterised by traffic density (Mårtensson et al., 2006; Järvi et al., 2009;
Conte and Contini, 2019), or CO2 emissions (Vogt et al., 2011a). However, the former
approach is dependent on a sophisticated estimate of the measurement region, referred
to as the footprint, which is hard to obtain for an urban environment. The latter comes
with an uncertainty introduced as CO2 and aerosols do not share all sources and sinks,
for example uptake through photosynthesis and and release through human respiration,
which are both processes that can have a significant impact on net CO2 emissions in cities
(Moriwaki and Kanda, 2004).

Instead, the approach of comparing model estimates of emissions with direct flux
measurements has been taken in a number of studies (e.g. Matese et al., 2009; Christen
et al., 2011; Gioli et al., 2015; Stagakis et al., 2019). The successful implementation of this
approach, and increased need of validation of modelled emission inventories used as a basis
for policy development and climate modelling, has inspired studies where governmental,
municipal, or intergovernmental databases of emission inventories are evaluated based on
comparisons with EC measurements. In one of the very first studies to attempt such a
comparison, Moore et al. (2009) found fluxes of CO2 and PM2.5 to be up 40 times the
estimated values based on the local inventory of the State of Kentucky. Lee et al. (2015)
studied NOx emissions in London and found that the national inventory underestimated
emissions by on average 80%, while the local city’s inventory agreed with measurements
within 20%. On the other hand, Marr et al. (2013) found that NOx emission estimates
from the US national emission inventory agreed with EC measurements within 3%. Gioli
et al. (2015), when studying CO2 emissions in Florence, found the annual mean measured
emission to be 5% lower than estimates according to the regional inventory, an agreement
that was further improved by including local proxies. The large variation in results of
these comparisons, between different cities and pollutants, highlight the further need for
similar studies in order to reach more accurate emission estimates on all scales, consistent
between countries and other regions. However, such comparisons must be done with a lot
of caution as applying the EC method in an urban environment is not yet a standardised
procedure. There are for instance only recent attempts of developing generalised methods
for urban footprint estimation (Auvinen et al., 2017). Furthermore, particularly for the
case of aerosols, instrumentation must be chosen with care to make sure that the fluxes
measured represent size or mass range that is comparable to what is provided in the
emission inventory. Otherwise, fluxes or inventories must be scaled or adapted with
caution.

This project features a first comparison between EC measurements and emission es-
timates in Stockholm and Sweden, and is one of very few where both CO2 and aerosol
fluxes are considered. The measurement site covers a heterogeneous urban area, that can
be split into regions with different source characteristics. Bottom-up EF based estimates
are retrieved from the emission database of Stockholm Luft- och Bulleranalys (SLB),
the department of environmental air and noise pollution at Stockholm Municipality, who
provide emission inventories used for air quality management and evaluation of climate
targets (SLB-analys, 2021). Furthermore, the EC data used was obtained during a cam-
paign that was carried out a decade ago, with other objectives (Vogt et al., 2011b,a).
This study is therefore a demonstration in how a comparison may be conducted using
previously sampled data, which could be useful to allow a further increase in emission
inventory evaluation, as setting up new EC systems is costly. The aim of this study is
therefore to develop a method to allow a fair comparison between emission estimates
and existing data from direct flux measurements of CO2 and aerosols and highlight the
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key uncertainties involved. In doing so this thesis aims to answer the research question;
To what extent do direct flux measurements of CO2 and aerosols in urban Stockholm
agree with emission estimates based on the bottom-up inventories referenced in local
environmental regulation?
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Methods

2.1 Eddy Covariance

2.1.1 Theory and concept

The concept of the Eddy covariance (EC) method is quite simple. A turbulent flow
consists of 3-dimensional circular movements of air, referred to as eddies, which have
large variations in size and frequency. The difference in the number of molecules moving
upward with an eddy at a certain time and then downward at another time, will give
the vertical flux over a determined time period. Mathematically, this can be expressed
as a covariance between vertical wind speed and the concentration of the gas or particle
measured.

F = ρaws (2.1)

For gases, this relation is shown in equation 1. The vertical flux is the mean product of
the density of the air (ρa), vertical wind speed (w), and the mixing ratio of the gas of
interest (s). In this context, mixing ratio is defined as the mole fraction in dry air, i.e
the number of moles of the gas, divided by the number of moles of dry mixture of the
air and gas. As the mean product in equation 1 cannot be measured directly, a couple of
important assumptions are made to derive the conventional EC method (Burba, 2013).
First, the product is decomposed in the sense that ρa, w and s are broken up into a sum
of their mean value, over some defined time interval (half an hour in our case), and the
instantaneous deviation from that mean at a given point in time. This results in equation
2.2.

F = (ρa + ρ′a)(w + w′)(s+ s′) (2.2)

Moving on to expand the parenthesis:

F = (ρaws+ HH
HHρaws
′ +

HH
HHρaw
′s + ρaw′s′ +

HHHρ′aws + ρ′aws
′ + ρ′aw

′s+ ρ′aw
′s′) (2.3)

The cancelled out terms in equation 3 all correspond to an averaged deviation from the
mean, which is zero by definition. Note also that the expression could also be averaged
term by term, where the mean values can be moved outside each sum. This simplification
yields:

F = ρaws+ ρaw′s′ + wρa′s′ + ρa′w′ s+ ρa′w′s′ (2.4)

At this stage two major assumption are made. (Burba, 2013) Firstly, all fluctuations in
the air density are taken to be negligible compared to the gas flux. This assumption rarely
holds when using open path instrumentation, however it can be corrected for which is
elaborated on in section 2.3. Secondly, the mean vertical flow (the first term in equation

6



4) is also assumed to be negligible. The flatter and more homogeneous the surrounding
area, the better this assumptions holds. That implies that it does not necessarily hold
for all urban environments, but the validity of applying the EC method at the current
site has been verified in previous work (Mårtensson et al., 2006; Vogt et al., 2011b). This
is also corrected for by a coordinate rotation of the 3D wind components, before the flux
calculation. Finally, removing the negligible terms leaves the expression for the flux that
can be calculated based on EC measurements:

F ≈ ρaw′s′ (2.5)

This derivation was done for measuring the flux of a gas, in the case of aerosols it is very
similar but using the number density or mass instead of the mixing ratio (e.g. Mårtensson
et al., 2006). Note also that a turbulent flow was assumed from the start, which will
generally hold as long as measurements are within the inertial sub-layer where turbulence
is predominantly driven by wind sheer. However, during nighttime the atmospheric
conditions are often more stable, as the surface is no longer heated by solar radiation,
minimising convection. At low wind speeds and without convection driven turbulence, the
surface boundary layer shrinks. Occasionally it will shrink to the extent where the inertial
sub-layer ends up below the measurement tower, so that fluxes are trapped underneath,
or transported away by advection, and thus going undetected. Under such conditions,
the range of the measurement area can grow by an order of magnitude and no longer
represent the area of interest. This issue is commonly dealt with by setting a lower
limit for the friction velocity (denoted U∗), which is the covariance between vertical and
horizontal wind speed and therefore a measure of turbulence.

2.1.2 Footprint estimation

Another important assumption made when using EC, is that the fetch of the measuring
station is dominated by the area of interest. That is, that the gas or aerosols in the air
parcels that reach the instruments originate from the source area (footprint) of interest,
and that the measured concentrations aren’t diluted by air from a different type of terrain
or exaggerated because other sources lie within the range of the instrumentation.

Conceptually, the easiest way to think about the footprint is that it is what the instru-
ment ”sees”. It is crucial to the validity of the experiment, but it is not straightforward
to calculate. Naturally, the footprint will always cover an area upwind of the measuring
station, which means that it moves with changing wind direction, and speed. Further-
more, it’s size is affected by the height at which the instrumentation is mounted, the
atmospheric conditions, and the topography of the surface that is measured. The het-
erogeneity of urban surfaces therefore further complicates the process of estimating the
footprint, and comprehensive attempts to do so are very rare. To date there is seemingly
only one generalised method of estimating urban EC footprints developed, by Auvinen
et al. (2017), and the challenge of adapting it to the relevant site lay beyond the scope of
this project. However, the findings of Auvinen et al. (2017) suggest that distance from
the measurement station to the area of maximum contribution to the footprint can be
approximated using more conventional footprint models for homogeneous surfaces, such
as the one by Kljun et al. (2015). Early versions of this model were used in previous
studies using EC in the same site (Mårtensson et al., 2006; Vogt et al., 2011b).

In this project the model by Hadden and Grelle (2017) was used to visualise and
estimate the scope of the footprint. The model computes a radial distance to an area
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with the greatest contribution to each half hour flux measurement based on stability,
measurement height above the surface, and surface roughness. In this study, the height
and surface roughness are assumed to be the same in all directions in the model, which is
a crude simplification. Combining all computed distances with flux measurements creates
a source flux matrix that can then be overlaid on a map. The R analysis package Openair
by Carslaw and Ropkins (2012) was used to plot the matrix (see figure 3.2,3.3. Using the
software the modelled distances were binned and combined with the median half hour
flux value within each bin, and a smoothing function applied creating a plot with high
readability. The median flux value was chosen as turbulent fluxes can contain very large
short term variation. The spread in the values contributing to the mean within each bin
was not reflected, so the median was assumed to be more representative of the flux.

Randomly selected single footprint calculations were also made with Kljun et al.
(2015) to verify the approximate size of the main measurement region. Although none
of these models were developed for the complex urban surface, this method can give an
indication of the size of an area within which the flux data is representative of the known
sources of emissions. A rough approximation of the flux source area was assumed to be
sufficient for the data application in this project, further motivated in section 2.7.

2.2 Site and instrumentation

Figure 2.1: Map of the area surrounding the tower where EC instrumentation
was mounted

The EC data analysed in this project was gathered during a previous measurement
campaign in 2008-2009 by (Vogt et al., 2011b). The EC system was mounted at the
top of Hammarby tower (Kalmgatan 37A) in Stockholm, at a height of approximately
120 meters above sea level. Figure 2.1 shows a map of the surrounding heterogeneous
landscape. The region north of the tower is closest to the city centre, featuring densely
populated areas and large roads, and only fractions of vegetated areas in the form of
parks. About 250 meters east of the tower, there is the mouth of a tunnel entered by
around 30,000 vehicles per day. To the north of the tunnel there are roads with an
average of 6,000-10,000 vehicles per day, and the road furthest to the east is travelled by
over 30,000 vehicles per day. In the north west the traffic is dominated by two bridges,
together carrying over 40,000 vehicles per day. The larger of the two roads enters a tunnel
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north of the bridge, leaving the highest traffic density on roads in this region at around
10,000 vehicles per day.

South of the tower there is one dominant road, located 900m southwest of the tower
and heading south, with an average traffic density of around 40,000 vehicles per day.
Next to the road there is an entertainment area with arenas, shops and restaurants. The
surrounding area east and west of the road is dominated by residential buildings, with
vegetation and smaller roads incorporated in between.

To the east-southeast of the tower, there is nature reserve dominated by forest that
transitions into a residential area towards the south. There are no large roads, or known
significant point sources of emission of the pollutants studied in this project, in this
region.

The EC system measurement set-up included the following instrumentation:

• An R3 ultrasonic anemometer from Gill instruments, used to measure wind speed,
three-dimensional wind direction and air temperature, which was logged at a fre-
quency of 20Hz

• An LI-7500 open path infrared gas analyser from Licor, used to measure CO2 and
H2O concentration at 20Hz

• An optical particle counter (OPC) from GRIMM (Model, 1.109) used to measure
aerosol concentration size resolved in 15 channels to a total size range of 250 nm- 2.5
µm, at 1 Hz. It was operated with a dilution unit that mixed sampled air 1:1 with
dry (0% relative humidity), zero particle air, resulting in a reduced relative humidity,
with the effect that the aerosol diameters can be close to their dry diameters Vogt
et al. (2011b)

2.3 Flux data corrections and errors

Pre-processing of the data that is needed prior to calculating the fluxes, such as coordinate
rotation, was done by Vogt et al. (2011a,b). However, the final processed data that was
used for the publications was not available during this project, and therefore several stages
of post-processing and corrections were still needed in order to obtain high quality EC
flux data. Firstly, the WPL correction (Webb et al., 1980) was applied to the CO2 fluxes.
This was necessary because the assumption that air density fluctuations are negligible
to the measurement does not hold for open path gas analysers. The corrected flux was
calculated according to equation 2.6.

Fc,WPL = Fc +

(
Ma

Mw

ρc,mass
ρa,dry

)
Fq +

(
1 +

Ma

Mw

ρq,mass
ρa,dry

)
ρc,mol

T
FH (2.6)

The second term accounts for water dilution of the CO2 concentration caused by water
vapour flux, and the last term for thermal expansion of the air caused by heat flux. Fc,
Fq and FH denote the fluxes of CO2, water vapour, and heat respectively. Ma and Mw

are the molar masses of air and water. The density ρ refers to the mass or number of
moles per unit of air, c and q representing CO2 and water vapour and ρa,dry being the
mean mass density of dry air. This correction resulted in an average increase in the CO2

fluxes of around 20%. The WPL correction was not necessary for the aerosol data even
though an OPC was used. The air flow was diluted and dried before entering the OPC
which has been proven to make the WPL correction invalid Ahlm et al. (2010).
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Open path gas analysers also come with the risk that surface heating of the instrument
induces a heat flux within the measurement column, causing a negative shift in the
measured flux. This issue has been observed to result in measurements of negative fluxes
of CO2, implying an uptake, outside of the growing season and even over completely frozen
vegetation (Burba et al., 2008). The effect is the strongest during cold temperatures,
low fluxes and stable atmospheric conditions. To correct for it , the temperature of
either the instrument surface or the air within the measurement column must be known.
These parameters where unavailable during this project, so the possible error induced
by instrument heating must be considered. The effect is estimated to range between a
maximum of 0.05 mg/ms−1 at temperatures around -40°C, no more than 0.01 mg/ms−1

at 40°C (Burba, 2013). This is about an order of magnitude lower than the average flux
magnitude measured. However, during the measurements the instrument was mounted
at an angle of about 20°, which greatly reduces the effect, although to what extent is
difficult to estimate and will depend on the ambient wind conditions. As the estimated
maximum magnitude of the correction was relatively small to begin with, this effect was
considered to be negligible.

The aerosol fluxes have been corrected for tube losses in the 13m long sampling
line between the tube inlet and the OPC following Hinds (1999). Particle losses due to
Brownian diffusion is negligible in the OPC size range. Most of the tube was oriented
vertically, which minimises loss due to gravitational settling, however a small length
of tube was horizontal, and curved, resulting in both gravitational losses and impaction.
Gravitational losses were estimated for each of the 15 size channels separately. The aerosol
fluxes were then unit converted from number to mass, and the tube loss correction led
to an average increase in the mass flux of 15%. The relative larger size of the particles
in the sampling line prior to the aerosol being dried was not considered due to lack of
information of the aerosol hygroscopicity. It may lead to an underestimate of the tube loss
correction of a few percentage points. The larger underestimate (correction) presented in
this study compared to the 5% reported by Vogt et al. (2011b) for the same sampling line
is because aerosol mass fluxes were considered in this project, while Vogt et al. (2011b)
reported the correction in aerosol number.

As the OPC has a measurement frequency of 1Hz as opposed the sonic anemometer
that measures at 20Hz, turbulence with a higher frequency than 1Hz is not resolved and
the fluxes are underestimated. Furthermore, the laminar flow in the sampling line causes
signal dampening which has a similar effect. The combined effect has been corrected for
according to the method proposed by Horst (1997). The corrected flux Fcorr is calculated
by

Fcorr = Fm

(
1 +

(
2πnmτcU

z

)α)
(2.7)

where Fm is the measured flux, z is the measurement height and U is the half hour mean
horizontal wind speed. The first order response time constant τc for the Grimm 1.109 was
measured by Ahlm et al. (2010) and determined to 0.3s. For the combined instrument
and sampling line, Vogt et al. (2011b) estimated a total τc = 1s that was applied for this
correction. The suitable value for α varies between 1 for during stable stratification, and
7/8 for neutral or unstable. The stratification conditions are obtained by z/L, where L is
the Monin-Obukhov length which is the theoretical height where the cause of turbulence
is dominated by convection as opposed to wind sheer. When z/L > 0,z/L = 0 and
z/L < 0 correspond respectively to stable, neutral, and unstable stratification. Finally,
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nm is 0.085 when z/L ≤ 0, and given by

nm = 2 − 1.915

1 + 0.5 z
L

(2.8)

when z/L > 0. The correction for the limited resolution of the OPC led to an average
increase of 12% in the aerosol fluxes.

2.4 Aerosol flux unit conversion

During this project, only the integrated fluxes of aerosols >250nm were considered, and
no individual size channels are presented in the results. However, the fluxes for individual
channels had to be used to convert the fluxes to units of mass. The unit conversion was
necessary as the emission estimates based on EF were only available in mass units. The
half hour mean number flux in each channel, dFN , was converted to mass by equation
2.9.

dFM = dFN ∗ 4π

3

(
Dg

2

)3

∗ ρ (2.9)

The mass flux is denoted dFM , Dg is the geometric mean of the upper and lower limit
of each size bin, and ρ is the mass density of aerosols. The choice of density is one of the
largest sources of uncertainty in the measured aerosol fluxes. Urban aerosol emissions are
predominantly traffic induced, but vehicle exhaust particles are mostly smaller than 0.2
µm and thus only marginally detected by the OPC. Therefore, the measured fluxes mainly
represent non-exhaust emissions, consisting of emission and re-suspension of brake-, tyre-,
and road-wear particles. To reflect the spread in the mass fluxes depending on the choice
of density, two densities have been applied. For the lower limit, a value of 0.75 g/cm3

is used, which is the density of brake-wear particles as measured by Nosko and Olofsson
(2017). The maximum density of particles in road run-off water found by Kayhanian
et al. (2012), 2.2 g/cm3, was used as the upper density limit. The choice of the two
densities applied represent the maximum expected range between the mass fluxes, as the
lower and upper density choice correspond to fluxes consisting entirely of brake and road
wear particles, respectively.

2.5 Flux data processing

Due to instrumentation failures and maintenance issues, there was only CO2 and aerosol
flux data available from 72% and 84%, respectively, of the entire measuring period from
April 1st in 2008 to April 7th in 2009. Additional data was removed during data process-
ing. As an open-path gas analyser was used, spikes in the CO2 flux data were caused when
precipitation interfered with the measurement path. Therefore more of the CO2 data was
removed, although a de-spiking regime where spike limits of 20 times the negative and
positive median was applied to both CO2 and aerosol fluxes.

Data from time periods with U∗ < 0.1 was also removed, to exclude data from periods
with too little atmospheric turbulence for valid measurements. For U∗ values below 0.1,
the fluxes were small and showed a clear increase with U∗, which eventually levelled off
towards a higher U∗. Furthermore, fluxes from periods between nautical dusk and dawn,
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during which negative CO2 fluxes were observed, were also removed. These are periods
at night where there is no photosynthetic active radiation and thus photosynthesis is not
possible. An observed CO2 uptake therefore indicates an unreliable measurement, or that
the sensor is outside the inertial sublayer. After these criteria were applied, CO2 data for
52% and aerosol data for 63% of the entire measurement period remained.

Flux data corrections, analysis and plotting of the spatial and temporal variation in
the flux and wind data was carried out using R version 3.6.3 and data analysis package
Openair (Carslaw and Ropkins, 2012).

2.6 Emission estimates

2.6.1 Emission factors

EF relate the rate of emission to the activity directly or indirectly inducing the emis-
sion. The emission factors from the Handbook of Emission Factors for Road Transport
(HBEFA) are expressed per unit of vehicle activity, and the general formula for calcu-
lating emissions based on this type of EF is shown in equation 2.10 (Hickman et al.,
1998).

Qi =
n∑
j=1

m∑
k=1

Nj,k · ei,j,k (2.10)

where Qi is the emitted amount of pollutant i, e is an EF, N is the amount of traf-
fic, k corresponds to different vehicle types, and j different kinds of vehicle operation.
HBEFA contains EF for a range of pollutants, including CO2 and PM relevant for this
project, by all currently operated vehicle types and categories (HBEFA, 2021). For six
european countries, including Sweden, HBEFA EF specified for the countries vehicle fleet
are available.

2.6.2 SLB emission estimates

The results from the direct flux measurements of CO2 and aerosols were compared to
emission estimates provided by Stockholm Luft- och Bulleranalys (SLB), which is the
department of environmental air and noise pollution at Stockholm Municipality. SLB’s
emission database includes point sources of emissions such as treatment plants and ships,
and traffic emissions calculated specifically for each different road type, defined by the
fraction of heavy to light duty vehicles, the speed limits, and temporal traffic variation.
Vehicle exhaust emission is calculated by combining HBEFA EF for each vehicle type,
with traffic activity data. Non-exhaust emissions of PM is calculated using the NORTRIP
model by Denby et al. (2013), that takes into account the use of studded tyres, and a
surface moisture model. The software Airviro (Airviro, 2021) is used by SLB for organ-
isation and calculations based on the data, and can provide calculated hourly averaged
emissions within a selected area and time period.

Traffic activity is a combination of vehicle fleet composition and the traffic flow on
a road, which are provided by the Swedish Transport Administration or the local mu-
nicipality depending on the road type. The traffic flow is updated yearly, based on the
hourly average flow of the previous year. Each month is averaged separately, as well as
four different day types; Monday-Thursday, Friday, Saturday and Sunday. However, the
vehicle fleet composition is updated sporadically, and for this project the composition for
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2015 and 2020 was available, combined with the HBEFA EF from the same years. In
2008, when most data for this project was obtained, specific EF for Sweden were not yet
included in the HBEFA database. Therefore, for a relevant assessment of the updated
HBEFA EF, the 2015 and 2020 scenarios were used to extrapolate to the 2008-2009 sce-
nario. To reduce the number of day types for the comparison, Monday-Friday as well as
Saturday-Sunday were averaged together, resulting in one weekend and one weekday set
of hourly averages.

CO2 is one of the pollutants incorporated in the SLB database and it was therefore
straightforward to obtain an emission estimate for the comparison. However, emission
calculations of aerosols with a dry diameter only in the size range 0.25-2.5 µm as the
measured particle flux data, could not be provided. In the mass flux of aerosols, the
largest size masses dominate. Therefore, the aerosol size range of the flux measurements
is in mass comparable to PM2.5. Unfortunately, PM2.5 is not incorporated in the SLB
emission database either. Instead PM10 was used, scaled in order to be comparable to
the direct flux measurements of in the relevant size range.

To find the relationship between PM2.5 and PM10, measurements of their concentration
from a street level urban air quality monitoring station at Hornsgatan in Stockholm were
utilised. Note that these are measurements of concentration and not flux, but they were
used to estimate non-dimensional scaling factors. Background concentrations, measured
at a monitoring station on a rooftop nearby, were removed to reflect only local emissions.
As PM10 also contains PM2.5, linear regression was performed to fit the relation between
PM10 concentration and the difference in concentration between PM10 and PM2.5. Each
month was fitted separately, to account for seasonal variation, resulting in a monthly
scaling factor denoted by αm. However, there was not enough data available for January,
February and March, so αDecember is used for the former, and αApril applied to the two
latter.

The linear fit with the monthly variation is shown in figure 2.2, where the slope of
each line is αm. Each fit had an R2 value between 0.882 and 0.999. To obtain emission
estimates of PM2.5, the SLB PM10 estimates for each month were multiplied by 1 − αm.

Figure 2.2: The relation between PM10 and the difference between PM10 and
PM2.5 concentrations from street-level measurements on Hornsgatan in Stock-
holm from April to December. Linear regression was performed for each month
separately.
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2.7 Comparison

Great caution must be taken when comparing EC flux measurements to EF based emis-
sion estimates. The EF estimates are calculated for a well defined source area, with a
finite number of influential processes accounted for by modelling, and based on monthly
averaged activity. The flux measurements on the other hand, capture half hour averages of
real world emissions, affected by unlimited atmospheric processes. While the flux source
area can be narrowed down greatly compared to when measuring only concentrations, it
is not well defined and varies during the measurement period. Therefore, the approach
in this project was to attempt to obtain comparable averages, by averaging long term
measurements and selecting a suitable spatial scale for the comparison by estimating the
average footprint and selecting appropriate sub-areas.

The half hour EC flux measurements are expressed as the mass or amount of pollutant
per second and square meter, reflecting the temporal and spatial mean flux from the
current source area. As the footprint changes in both size and direction depending on
conditions, averaging fluxes over a longer time period will reflect the overall average
flux from a larger area. If the area is relatively homogeneous in the distribution and
magnitude of emission sources, then the average flux should be comparable to the EF
based estimated emissions from any sub-area selected within the average flux source area.
If the area is heterogeneous, the sub-area must be of comparable size to the footprint
or at least contain approximately the same ratio of key influential sources to areas of
low emissions. For areas with very heterogeneous source distribution, for example large
areas with low emissions, containing single point sources with high emissions, it is more
import that the distribution of wind directions and wind speeds in the flux measurement
over that region is even. Otherwise, when the mean flux is used to calculate the total
emission from the area, the contribution from the point source could be unrepresented,
or completely dominant.

As the tower is surrounded by areas with different types and magnitudes of emission
sources, the flux source area was split into four subsectors, the northeastern (NE), south-
eastern (SE), southwestern (SW), and northwestern (NW) quadrant. The choice of how
to split the wind directions was based on the distribution of the different area types in
the surroundings as well as the distribution of wind directions, while the size of the sub
areas for the comparison was determined using the flux source estimates. The software
for selecting the areas for EF emission calculations was limited to rectangular shaped se-
lections, which also influenced the choice of sub sectors. Finally, a size of 1500m ∗ 1500m
was chosen for the areas, to be large enough to reflect the same source distribution as the
footprint, but small enough to fit well within it. The area selections are marked in figures
3.2 and 3.3. The distribution of wind speed and direction over the SW quadrant, as well
as the results from the flux source estimates indicated that the footprint was significantly
different in size or distance than over the other sectors. Therefore an additional sub-area
selection of 3000m∗3000m, and subsequent comparison, was made for the SW sector. The
measured fluxes in units of mass per m2 per second were averaged over every hour, as
the SLB estimates were of hourly emissions. Then they multiplied with the area selected
for the emission estimates, before calculating the mean hourly fluxes for the entire time
period. So, the comparison was made between the average hourly measured fluxes, and
average hourly emissions estimates within the total area. Weekdays and weekend days
were evaluated separately, because of the difference in traffic patterns.

The standard deviation of the mean hourly fluxes is used to represent the uncertainty
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in the EC measured emissions, as spread in the mean is caused not only by temporal
variations, but also the spatial variation of the footprint. In the comparison of CO2 emis-
sions, this uncertainty is not comparable to the spread in the mean of the SLB estimates,
as it only reflects the temporal variation in the traffic activity data. Calculations showed
that the spread in the mean SLB estimate of CO2 emission was consistently less than
half the magnitude of the spread in the mean measured data. Therefore, no uncertainty
is included for the estimated CO2 emissions. To asses the extent of agreement in total
estimated emission, the hourly averages for the entire year, including weekdays and week-
ends, were accumulated to equal the mean total daily emission from each sub area. The
percentage error in the SLB estimates compared to the direct flux measurements was also
calculated.

In the comparison of aerosol emissions, there is uncertainty introduced in the emission
estimates by the scaling of PM10 to PM2.5. As the scaling is done monthly, based on
measurements of concentrations rather than models, it will have altered the temporal
variation in the emission estimates. Therefore, standard deviation of the mean hourly
emission estimates as well as the mean measured fluxes are included in the comparison of
aerosol emissions. However, when fluxes are large in magnitude, the biggest uncertainty
in the aerosol fluxes is introduced by the conversion from number to mass flux, as the
true density is not known. As two densities were used, there are two sets of average
hourly fluxes, and two values for the accumulated mean flux. Therefore, the extent of
the agreement between emission estimates and flux measurements of aerosols could not
be assessed in the same way as in the CO2 comparison. However, as the chosen densities
represent the upper and lower limit for the measured mass fluxes, the spatial and temporal
consistency in the agreement could still be assessed to a certain degree.
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Results

3.1 Analysis of flux data

3.1.1 Wind distribution

Figure 3.1: Distribution of wind speed and direction by season. Wind speed
counts are binned into 15 m/s intervals. The length of each segment represents
the percentage frequency of all wind counts that come from the any direction
within the current bin.

The distribution of wind directions in the flux data, by season, is displayed in figure 3.1
which also shows the variation in wind speed for each direction. Spring is defined as March
to April, summer June-August, autumn September-November, and winter December-
February. The most even distribution of wind directions is found in spring. In the
winter, the wind is relatively evenly distributed in the south, but not in the north leaving
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the NE under represented during this season. During summer and autumn the winds are
similarly distributed, where SW winds dominate both periods and SE and NW winds
are less frequent. During these seasons the wind speeds measured in the SW sector are
also significantly higher than in all other sectors. Figure 3.1 also shows that during each
season, the distribution of wind directions is relatively even within each quadrant and
therefore strengthens the choice of quadrant size selection.

3.1.2 Flux source area

A visualisation of the CO2 flux source area is plotted figure 3.2 as an overlay over a
map of the area, where roads with heavy traffic are distinguishable. The figure reflects
the heterogeneity of the source area, and the spatial variation in the fluxes is different
between and within the four quadrants, particularly both northern sectors. The flux
source area model, although to some extent geographically shifted from reality does show
areas of higher emission fluxes with geographical similarities to major road networks. In
the north for example, the size and shape of the areas of high fluxes according to the
model can be associated with roads with high levels of traffic activity in the area. To
the east a large point source is identified in the flux source area analysis. This coincides
well with the opening between two tunnels with traffic activity of ca 30,000 vehicles per
day. In both southern quadrants, the variation in the flux size is less prominent within
each sector. The road with the most traffic in the NW continues down into the SW
sector, yet the fluxes are smaller in magnitude, more uniformly distributed, and seem
less dominated by one source. However, the area with higher fluxes closest to the tower
in the SW could be associated with the large road, assuming the same positional shift
as in the north. In the SE sector, positive fluxes are low and fairly evenly distributed,
with an area of uptake in the centre. There is no remarkable difference in the fluxes over
the park versus the residential area, both included in this sector, as the region where a
visible uptake is found according to the model is located over the transition area between
the two landscape types.
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Figure 3.2: Map of the area surrounding the tower where the EC system is
mounted, overlaid with a flux source estimate. The distance to an area of largest
contribution to the current footprint was calculated using the method by Hadden
and Grelle (2017). Modelled distances have been binned and combined with the
normalised median half hour CO2 flux within each bin, and a smoothing function
has been applied. The four square areas in the centre of the plot mark the areas
for which the SLB emission estimates have been calculated, and the EC fluxes
scaled by, for the comparison between fluxes and estimates.

Figure 3.3 shows the flux source estimate generated using the median aerosol flux
instead of CO2. In the north, the modelled areas of high fluxes clearly coincide with
those for CO2, particularly in the NE, and show even higher relative fluxes. In the NW,
the spatial flux distribution is slightly shifted to the east compared to for CO2, and
the area with negative flux is more prominent. In the SW, the spatial variation is very
similar to the corresponding sector in figure 3.2, but lower in relative magnitude, unlike
both northern sectors. The SE sector stands out by featuring a largely different spatial
distribution in the flux source estimate for CO2 and aerosols. Figure 3.3 shows an area
of significant positive flux from the area between 90°-135°, that coincides with the park
location. In the other half of the SE sector fluxes vary between positive and negative but
stay very low in magnitude, apart from towards the edge of the plot where the negative
fluxes of the highest relative magnitude of all four sectors are found.
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Figure 3.3: Map of the area surrounding the tower where the EC system is
mounted, overlaid with a flux source estimate. The distance to an area of largest
contribution to the current footprint was calculated using the method by Hadden
and Grelle (2017). Modelled distances have been binned and combined with
the normalised median half hour aerosol flux, within each bin, and a smoothing
function has been applied. The four square areas in the centre of the plot mark
the areas for which the SLB emission estimates have been calculated, and the EC
fluxes scaled by, for the comparison between fluxes and estimates.

3.1.3 Temporal variation

Figure 3.4 shows the median diurnal trend by wind direction in the EC measured CO2

fluxes, plotted separately for the four seasons. For northern wind directions, fluxes peak
during daytime throughout all seasons. The SE sector, with the most vegetation, shows a
very different trend with near zero or negative fluxes during the day that increase towards
the night, which is particularly pronounced in the summer season. The largest positive
fluxes in the SE are found in winter during afternoon. A net uptake is detected during
mornings in the same season, although there is not enough data from this region and time
period to complete the plot. During autumn, fluxes can be seen to peak twice during
the day in the SW, NW and SE sectors, at times that can be associated with traffic rush
hours. The SW and NW show similar trends in winter, while the emission peak is more
constant throughout the day for the other seasons. Both western sectors are also show
a very flat diurnal trend in the summer, although missing data data disrupts the figure
in the NW. Peak fluxes are highest in the NE sector, consistent with figure 3.4, with the
largest values found in spring and autumn. The uptake that can be seen towards the east
in the plot spring is likely due to smoothing effects, as all negative night time fluxes of
CO2 have been removed.

The magnitude of median CO2 fluxes span from -0.4 mgm−2s−1 to 1.4 mgm−2s−1.
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Figure 3.4: Diurnal trend in median EC measured CO2 fluxes plotted by wind
direction, split by season. The axis in the sub plots represent hours, where the
edge of the inner circle marks the first hour of the day and the outer edge the
last. Wind direction data has been binned into 4° intervals, and a smoothing
function applied.

The corresponding plots for the aerosol measurements are displayed in figure 3.5. Here
the most prominent seasonal trend is the clear increase in aerosol fluxes during spring,
particularly for the northern sectors. Furthermore, fluxes are in the north are consistently
positive with a daytime peak during all seasons, although emissions are higher in the NE,
especially during the winter season. For most of the SE sector fluxes peak during the day,
unlike in the CO2 trends, with the exception of the south-most region in summer where
a daytime deposition is observed. Double daytime peaks, observed in CO2 the autumn
for most sectors, are only distinguishable in aerosol fluxes in the NW sector. The SW
shows the flattest diurnal trend of all sectors during all seasons, with the most temporal
homogeneity observed in winter.

The magnitude of median mass fluxes of aerosols in the size range 0.25-25µm span
from around -0.03 µgm−2s−1 to over 0.06 µgm−2s−1.
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Figure 3.5: Diurnal trend in median EC measured aerosol fluxes plotted by wind
direction, split by season. The axis in the sub plots represent hours, where the
edge of the inner circle marks the first hour of the day and the outer edge the
last. Wind direction data has been binned into 4° intervals, and a smoothing
function applied.

3.2 Comparison

3.2.1 CO2

The average EC measured diurnal cycles of CO2 flux during weekdays, for the four wind
sectors, are plotted in figure 3.6 together with the corresponding average SLB emission
cycle estimate. Each sub figure also states the accumulated total flux during an averaged
day according to the respective method, and the spread in the flux data represented by
the standard deviation of the mean.

In both northern sectors, as well as the SW sector (subfigures (a),(b) and (c)), there
is a clear traffic dependence in the measured flux, which is in line with the clearly traffic
dominated emission estimates. However, the increase in emissions in the morning, pre-
sumably caused by the morning rush in the traffic, is delayed in the flux measurements
compared to the estimates. Furthermore, the fluxes are almost consistently higher than
the estimated emissions at nighttime, but go down significantly before the morning in-
crease in NW and NE. In the NW the fluxes during the night are higher than the estimate,
but lower during midday to afternoon. This could be due to uptake from vegetation, but
the accumulated fluxes indicate that it has a negligible contribution to net emissions in
this sector. In the NE sector, the fluxes show no significant sign of photosynthesis and
are in fact higher than the estimate even in the afternoon.

Overall, the average CO2 fluxes show a good agreement with the estimates from
SLB, especially during daytime. In the northern and SE sectors (subfigures (a),(b) and
(d)), the estimates lie within approximately 2σ of the flux measurements with very few
exceptions. However, the SW sector stands out. While the temporal trend of the flux

21



shows the seemingly best agreement to the estimates, the magnitude of the flux during
the day, and subsequently the total accumulated flux, is less than 50% of the estimated.
Although the accumulated flux in the SE sector is also far off from the estimate, this is
less remarkable as the estimated emissions still lie within the uncertainty range for most
of the day.

(a) (b)

(c) (d)

Figure 3.6: EC measured mean diurnal cycles of CO2 emissions for weekdays
between april 2008 and april 2009, plotted with SLB mean emission hourly esti-
mates for the same time period. Shadowed area shows the range of the EC mean
±σ, the standard deviation of the mean. Total SLB and EC refer to the total
accumulated emission for the average weekday. Subfigures correspond to wind
sectors a) North-west, b) North-east, c) South-west, and d) South-east.

The SW sector stands out also in the average diurnal comparison for weekend days,
as shown in figure 3.7(c). The midday peak in the estimated emissions, presumably
driven by traffic activity, is much less pronounced in the average flux. Both morning
peak, afternoon peek and noon fluxes are about a factor 2 smaller than the estimated
emissions. All other sectors (figures 3.7(a),(b) and (d)) again show compatibility with
the hourly emission estimates, as well as the accumulated flux. Even though the shape
of the flux curve in the SE sector is even more decoupled from that of the estimated
diurnal curve, showing a trend of uptake during daytime and positive fluxes during the
night, the accumulated emissions are much more comparable than during weekdays. In
the NW sector, the trend in measured emissions follow the estimates during daytime, but
deviates during the night. Although still larger, night time fluxes are more compatible
with the estimates than during weekdays, particularly in the evening as the spread in the
data grows with the fluxes in figure 3.9(a).
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A delay in the daytime increase in emissions is observed in the northern sectors,
similarly as for weekdays.

(a) (b)

(c) (d)

Figure 3.7: EC measured mean diurnal cycles for weekend days between april
2008 and april 2009, plotted with mean hourly emission estimates from SLB’s
emission inventory for the same time period. Shadowed area shows the range
of the EC mean ±σ, the standard deviation of the mean. Total SLB and EC
refer to the total accumulated emission for the average weekend day. Subfigures
correpond to wind sectors a) NW, b) NE, c) SW, and d) SE.

Table 3.1: Table shows the accumulated average hourly averaged emissions, thus
the average daily total emission, of CO2 for both EC measured CO2 fluxes and
emission estimates based on SLB’s emission database. Values have been calcu-
lated for an area of 1500m∗1500m, located in the NE, SE, SW and NW quadrant
with respect to the measurement tower, respectively. Uncertainty in EC values,
σc, is represented by the standard deviation of the mean. Percentage error is
calculated for emission estimates in relation to EC values. Deviation indicates
within how many σc the SLB total and EC total values agree.

Wind sector NE SE SW NW
CO2, EC daily total 77 ± 21 t 14 ± 22 t 34 ± 8.5 t 58 ± 17 t
CO2 SLB daily total 67 t 4.4 t 65 t 48 t
Percentage error 13% 69% 49% 17%
Deviation < 1σc < 1σc > 3σc < 1σc

Table 3.1 shows the accumulated hourly estimates and measurements of CO2 emissions
in each sector, averaged over the entire measuring period. The deviation indicates within
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how many standard deviations (σ) of the mean in the EC value that the SLB value is
found. The NW, NE and SE sector all show an agreement well within one σ, even though
the percentage error in SE is 69%. In the SW sector however, the agreement is not even
within 3σ.

3.2.2 Aerosols

The results of the comparison between average EC measurements and SLB-HBEFA es-
timates of aerosol emissions on weekdays are shown in figure 3.8, for each wind sector
separately. The standard deviation of the mean is included for both measured and esti-
mated emissions, and the measurements are represented by two different curves obtained
applying the maximum versus minimum density in the conversion to mass fluxes. The
accumulated emission is also calculated for both densities, and stated within each sub-
figure.

As with CO2, the best agreement in the diurnal trend between estimate and measure-
ment is observed in the two northern sectors (figures 3.8(a), (b)). However, the measured
fluxes peak during midday consistently in all wind sectors, in contrast to both the esti-
mates and the temporal trend in CO2 weekday fluxes. As for CO2 the emission estimates
deliver a diurnal cycle with a morning peak, and an afternoon peak with a local min-
imum in between, closely following weekday traffic patterns. The observed EC aerosol
mass fluxes instead have, especially in the NE sector, more of a single mid-day peak in
the upward fluxes.

In the NW, aerosol fluxes show a peak in the first hour of the diurnal cycle followed
by a decrease through the night, similarly to in the corresponding plot for CO2 (figure
3.6(a)). However, the morning increase is earlier in the measured fluxes than in the
estimates, as opposed to the delay seen in the CO2 comparison. In the NE however,
there is a time delay of about an hour in the on set of the increase in aerosol fluxes
compared to the estimated emission, consistent with the corresponding sector for CO2.

In the SE sector, 3.8(d) ,the estimated emissions are very low with almost insignificant
spread. Although the measured flux magnitudes are much larger with a lot of diurnal
variation, they are compatible with the low flux estimates as the spread is so large.

The SW sector stands out in the same way as with CO2, the trend in the measurements
follow the same shape as in the northern sectors, but the fluxes are significantly lower
than the estimated, even though the spread in the estimate is large. Figure 3.8(c) even
shows negative net fluxes of PM during the night, as well as negative accumulated fluxes.

In all wind sectors, the estimated emission during weekdays is most comparable to the
measured fluxes obtained when applying the lower density value. This is quite consistent
in the hourly fluxes, and without exception in the accumulated average emissions.
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(a) (b)

(c) (d)

Figure 3.8: Mean diurnal cycles of EC measured fluxes of particles in the size
range 0.25-2.5µm for weekdays between april 2008 and april 2009, plotted with
mean hourly emission estimates of PM2.5 , based on SLB’s emission inventory for
PM10, that have been scaled down (PMscaled). EC fluxes are represented by two
different curves, obtained when converting number fluxes to mass and applying
a minimum, ρmin, and maximum, ρmax, density. Shadowed areas correspond
to the standard deviation of the mean. Total SLB and EC refer to the total
accumulated emission for the average weekday. Subfigures correspond to wind
sectors a) NW, b) NE, c) SW, and d) SE.

The comparison in average diurnal aerosol emission trends during weekend days are
plotted in figure 3.9. In contrast to the result for weekdays, the estimated emissions
show the best agreement with the fluxes obtained applying the maximum density in
both northern sectors (figures 3.9 (a) and (b)) during daytime, and in the total average
emission. During nights however, estimated emissions are low and compatible with the
minimum measured fluxes.

In the SW sector, figure 3.9 (c), the average measured fluxes are consistently nega-
tive. A peak structure can be seen around 15 pm, temporally coinciding with estimated
emissions, but it does not reach higher flux values than during nighttime. Figure 3.9(d)
shows average hourly fluxes higher than in the same sector during weekdays, and positive
instead of negative accumulated fluxes although still low magnitudes.
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(a) (b)

(c) (d)

Figure 3.9: Mean diurnal cycles of EC measured fluxes of particles in the size
range 0.25-2.5µm for weekend days between april 2008 and april 2009, plotted
with mean hourly emission estimates of PM2.5 , based on SLB’s emission inven-
tory for PM10, that have been scaled down (PMscaled). EC fluxes are represented
by two different curves, obtained when converting number fluxes to mass and
applying a minimum, ρmin, and maximum, ρmax, density. Shadowed areas cor-
respond to the standard deviation of the mean. Total SLB and EC refer to the
total accumulated emission for the average weekday. Subfigures correspond to
wind sectors a) NW, b) NE, c) SW, and d) SE.

Table 3.2: Table shows the accumulated average hourly averaged emissions, thus
the average daily total emission, of aerosols for both EC measured aerosol fluxes
in the size range 0.25-2.5µm and emission estimates of PM2.5, obtained by scaling
of SLB’s emission inventory for PM10, that have been scaled down. EC fluxes
are represented by two different curves, obtained when converting number fluxes
to mass and applying a minimum, ρmin, and maximum, ρmax, density. Uncer-
tainties are represented by the standard deviation of the mean. Values have been
calculated for an area of 1500m∗1500m, located in the NE, SE, SW and NW
quadrant with respect to the measurement tower, respectively.

Wind sector NE SE SW NW
PM, EC ρmin daily total 5.4 ± 1.0 kg -0.06 ± 1.2 kg -0.63 ± 0.54 kg 3.6 ± 1.1 kg
PM, EC ρmax daily total, ρmax 16 ± 3.1 kg -0.10 ± 3.3 kg -1.9 ± 1.7 kg 11 ± 3.3 kg
PM, SLB scaled daily total 8.1 ± 4.6 kg 0.3 ± 0.2 kg 7.8 ± 4.4 kg 5.4 ± 3.3 kg

The mean total daily emissions calculated for the SLB emission estimates as well as
the two sets of mass fluxes in each sub sector is shown in table 3.2, where uncertainties
are represented by the standard deviation of the mean. The uncertainty in the mean
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estimates based on SLB data is larger than in the measured fluxes, as can be seen also
in the diurnal trends (figures 3.8,3.9). The estimates based on SLB data are consistently
most compatible with the mass fluxes obtained when applying the lower density value,
ρmin. In the NE,NW and SE sectors the agreement is within one standard deviation of
the estimates. In the NE and SE the estimated value also lies between the upper and
lower limit of the mass fluxes.

3.2.3 Additional comparison in SW sub sector

The results of comparisons between measured and estimated emissions of CO2 and
aerosols during weekdays from an area 4 times the size (3km*3km) used in the previ-
ous comparisons, in the SW quadrant, are shown in figure 3.10. The comparison of CO2

emissions shows a much better agreement in accumulated average fluxes than with the
smaller area selection (see figure 3.6). The magnitude of the two daytime peaks are very
similar in estimated and measured emissions. However fluxes are significantly higher
during the night, and lower during midday although less notably as the spread is larger.

In the comparison of aerosol fluxes, the agreement in the accumulated values is worse
than when the smaller area was selected (see figure 3.8). The estimated and measured
emissions are most compatible during midday, when the uncertainties overlap, but as
aerosol fluxes are negative during most of the day, the increased scaling of the fluxes from
applying larger area selection only causes further deviation from the estimates.

(a) (b)

Figure 3.10: Mean EC measured hourly fluxes for weekdays between april 2008
and april 2009, plotted with SLB mean emission hourly estimates for the same
time period, over an area of the size 3000m∗3000m in the SW quadrant with re-
spect to the measurement tower. Total SLB and EC refer to the total accumulated
emission for the average weekday. Sub-figure (a) shows CO2 emissions, where the
shaded area corresponds the standard deviation of the mean EC measured CO2

fluxes. Sub-figure (b) shows aerosol emissions, EC fluxes are here represented by
two different curves, obtained when converting number fluxes to mass and apply-
ing a minimum, ρmin, and maximum, ρmax, density. SlB PMscaled corresponds to
emission estimates of PM2.5 , obtained by scaling down SLB’s emission inventory
for PM10. Shaded regions correspond to the standard deviation of the mean.
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Discussion and conclusions

4.1 Method of comparison and errors in the SW sub-

sector

The statistical argument for an estimate of the average footprint being sufficient for the
selection of a sub area for comparison was based on the assumption that sources were
relatively evenly distributed, or at least represented at equal scale within the sub area
and footprint. The distribution of wind directions (figure 3.1) indicated that this could
hold within each quadrant, but the variation in wind speed and the flux source estimates
both suggested that the average footprint in the SW differed in size or location compared
to the other sectors (see figures 3.1, 3.2, 3.3). In both northern sectors the spatial and
temporal distribution of fluxes indicate a traffic dependence that can be associated with
the large roads in the area. The SW sector contains a road of comparable size and
traffic density, demonstrated by the estimated emission in this sector, so the relatively
homogeneous spatial and temporal trend in the fluxes from this region indicate that the
road is not properly represented. As the fraction of higher wind speed is clearly larger in
the SW compared to the other sectors, the average footprint could extend much further.
High wind speeds can also result in smaller footprints, but in this case that would imply
the fetch is smaller than 900m which seems unlikely, as previous studies measuring at a
height a factor three to four times lower have estimated footprints around this size (e.g.
Christen et al., 2011; Gioli et al., 2015). It could also simply be that the size of the
footprint area is similar to the other regions, but that area of highest contribution to the
footprint is shifted further away or closer due two the different wind speed distribution
and topography of the area, so that the contribution from the road is underrepresented.
Either way, the underlying assumption in the statistical argument fails.

This would explain the disagreement in estimated and measured emissions of both
pollutants in this sector. Another possible explanation would be due to an overestima-
tion of the traffic emissions in the calculation via SLB. But this seems highly unlikely,
simply because the agreement is so much better in the northern sectors, which are traffic
dominated. It is also not likely that it is explained by that CO2 uptake and particle
deposition is not accounted for in the estimates. That would imply that the CO2 uptake
is much larger in this sector than in the SE, which is highly unlikely as it contains far
less vegetation. Furthermore, the offset in fluxes due to particle deposition should be of
the same scale in other sectors, which is not the case.

To investigate this a test was made by selecting an extended area of 3000m by 3000m,
and comparing the new estimated emissions with the scaled fluxes. While the CO2 fluxes
arguably are in much better agreement with the estimate, the agreement in aerosol emis-
sions worsened rather than improved, mainly because the measured fluxes were mostly
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negative. The clear double peak in CO2 mean weekday fluxes indicate that the fluxes
are influenced by traffic patterns, but not to the extent of the northern sectors, in the
smaller area selection. Aerosol fluxes being largely negative, is also an indication that the
footprint cover a large area of vegetation or residential areas, as aerosol fluxes are similar
in the SE sector (see figure 3.8(d)).The high CO2 fluxes at night, and the relatively low
fluxes during midday could indicate that significant uptake through photosynthesis and
respiration during nighttime is occurring. However, the seasonal variation in the diurnal
trend of CO2 (figure 3.4), show that negative fluxes during midday are observed primarily
in the winter, thus more likely to be caused by measurement error than photosynthesis.
Hence the low CO2 during midday in the SW could be influenced by this artefact.

In conclusion, as the size of the region within which the measured fluxes reflect the
known sources in the area could not be confirmed in the SW sector based on the flux source
area estimate (figures 3.4 and 3.5), the chosen method of comparison is not suitable for
this region. Although the agreement between measured flux and estimate of CO2 emission
improved with the second area selection, conclusions on the agreement can not be drawn
as it is not known whether the area for which the emission estimates were calculated is
comparable to the true footprint. To assess the agreement between measurements and
estimates in the SW, the footprint must be estimated more exactly, using a model adapted
for urban heterogeneous areas. This result highlights the importance of the development
and implementation of such models, to allow future more detailed comparisons.

The method of comparison applied in this project, comparing average daily emissions
over an area selected based on simplified estimates of the flux source area, results in
relatively high uncertainties in the flux values as it reflects the spread caused by daily,
seasonal (as seen in figures 3.4 and 3.5), and spatial variation. Therefore this method is
perhaps most suitable for initial comparisons of fluxes and modelled emission estimates,
and could likely be used to assess emission inventories with lower resolution such as the
EDGAR emission database (Crippa et al., 2020b).

4.2 Comparison of CO2 emissions

The range of median CO2 fluxes, -0.4 mgm−2s−1 to 1.4 mgm−2s−1 as shown in figure
3.4, is comparable to the average range obtained in other EC studies over urban areas,
such as Grimmond et al. (2002) who report a range from -1 mgm−2s−1 to 1.7 mgm−2s−1

in Chicago. In the seasonal variation, opposite diurnal trends were observed during the
growing season between the northern traffic dominated sector and the highly vegetated
SE sector, indicating that fluxes in the SE are dominated by ecosystem functioning.
Considering the average diurnal trends (figures 3.6(d) and 3.7(d)) however, uptake during
the day is most likely offset by traffic emissions while weekend fluxes show more typical
patterns of ecosystem exchange. The accumulated average flux from this region, presented
in table 3.1 is still positive, and larger than the accumulated estimated emission, although
with a very large spread. These results indicate that the vegetation in the area is not
a net sink of CO2, and that the gross uptake through photosynthesis is counteracted by
the gross respiration. Similar results are found in urban studies such as Christen et al.
(2011), whilst even primary and managed forests have been found to act as net sources
of CO2 to the atmosphere (Hadden and Grelle, 2017).

The delay observed in CO2 fluxes in the traffic dominated sectors during weekday and
weekend mornings (see figures 3.6(a),(b) and (c)) could be due to atmospheric effects,
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that the inertial sub-layer shrinks below the measurement tower during calm nights. As
emissions then can’t reach the sensor, this would result in low fluxes during night that
increase in the morning when turbulence is initiated by the suns warming of the surface,
which will coincide with increasing traffic a significant part of the year. If this were the
case and emissions were trapped underneath the sub-layer boundary, there would be a
large peak following the onset of turbulence, as emissions accumulated during the night
would finally reach the sensor. However, the morning peak is of the same magnitude
or, in the case of the north-eastern sector, much smaller than the afternoon peak, and
consistently lower than the SLB estimate. Additionally, a strong peak should be seen in
the vegetation dominated SE sector as well, as respiration fluxes of CO2 would build up
during the night. Instead the morning peak is absent, and fluxes highest at nighttime.
This is not conclusive however, as the spread in the mean, especially during the night,
is very high. The absence of a morning peak could be because nighttime emissions are
instead transported away via advection and therefore go undetected. However, nighttime
fluxes are actually quite high, particularly in the NW, although the uncertainty is also
very large and decreases with the flux towards morning. In the plot showing seasonal
variation, figure 3.4, a high flux around midnight is only observed in autumn, where wind
counts from the NE are quite few (see figure 3.1). The peak in nighttime fluxes seen in
around midnight in figures 3.6(a) and 3.6(a) is therefore likely not representative of the
average annual nighttime trend, but affected by high flux outliers.

In the NE sector (figure 3.6(b)), the agreement in the average diurnal trend was
good during both weekdays and weekends, with a consistent slight underestimation in
the SLB estimates compared to measured fluxes in the afternoon. The accumulated
mean daily emissions agreed accordingly, with an total underestimate of 13% compared
to measured fluxes (see table 3.1). However, as this agreement was well within the
uncertainty estimated for the total EC flux, the underestimate was not significant.

A similar agreement was observed in the NW sector, with a 17% underestimate in the
accumulated mean SLB estimates, also within the uncertainty range. The agreement in
the diurnal trends was slightly different, where fluxes were lower than the estimates during
midday, but significantly higher at night. This could be due to photosynthetic uptake
in this region, however, the seasonal variation (figure 3.4) shows that measured midday
fluxes were low to negative during winter in this sector, which is likely a measurement
error that could be effecting the result.

The agreement between measured fluxes and emission estimates in the two traffic
dominated sectors is considerably better than initial comparisons made with top-down
regional inventories (Moore et al., 2009), and comparable to the agreement of 5 to 15%
observed when comparing fluxes to local bottom-up models

4.3 Comparison of aerosol emissions

In the analysis of seasonal variation in the diurnal cycles of aerosol fluxes, there was a dis-
tinct increase in fluxes during spring, as shown in figure 3.5. This trend is observed yearly
in monitoring of PM10 and PM2.5 concentrations in Stockholm (Norman and Johansson,
2006), and was explicitly analysed by Vogt et al. (2011b).

The disagreement in shape of the average diurnal trend in PM emissions between the
EC measurents and SLB estimates is significant as the shape of the curve is not affected
by any of the scalings of the estimate or the choice of density. The delay of the first peak
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during weekdays in the EC data could possibly be explained by the previously mentioned
atmospheric effects, but not the complete absence of the second peak. Furthermore, when
Vogt et al. (2011a) compared diurnal cycles of CO2 to aerosol number flux in the entire
region north of the tower, using the same data, they were found to correlate very well.

The strong midday peak is therefore likely related to the conversion to mass flux. It
could be that the distribution of particles varies throughout the day, for instance that
lower driving speeds in rush hour produces less road, tyre and brake wear that is the
dominant source of traffic induced aerosol mass fluxes. This would imply that driving
patterns are not sufficiently accounted for in the EF. It could also be due to that the
number of heavy duty vehicles increase during midday as observed by Mårtensson et al.
(2006). However, this heavy duty to light duty vehicle fraction is estimated separately
for every road and day type, and therefore less likely not to be sufficiently represented.
The midday peak could also be caused by a diurnal variation in density. Liu et al. (2015)
observed PM2.5 densities to be up to nearly 15% higher during midday compared to rush
hours, and seasonal variations of similar magnitudes, when measuring concentrations in
Beijing. Whilst the variation may partly be explained by a varying mass fraction of soot
particles emitted from coal combustion for heating purposes, which is not a significant
source in Stockholm, it is also believed to be caused by other processes like secondary
particle formation. Hourly monitoring data of PM2.5 number and mass concentrations
could be used to investigate the density variation in Stockholm in order to asses the
impact on the diurnal cycle of the fluxes.

It should be mentioned regarding the comparison in aerosol emissions, that it is likely
that the diurnal trend in the emission estimates is more correlated to street level concen-
trations of PM2.5, because of the proximity to the source, and therefore more relevant for
air quality applications. However, the results of this study indicate that net mass flux
reaching above the urban canopy does not follow the trend of weekday traffic activity.

In both northern, traffic-dominated regions, the estimated emissions showed a closer
agreement with the lower density measured fluxes during weekdays (see figures 3.8(a)
and (b)), but the opposite during weekends (see figures 3.9(a) and (b)). While the
true density should lie somewhere between the two values, this still indicates either an
underestimation of emissions during weekdays, or an overestimation during weekends.
Previous studies estimating the density of PM2.5 have found values between 1.3 and 1.8
g/cm3 Gao et al. (2007); Liu et al. (2015), suggesting that it is an underestimation during
weekends. However, it can not be ruled out that this discrepancy is caused or influenced
by the scaling of PM10 estimates to PM2.5. In future studies, if aerosol flux measurements
of particles up to 10µm in diameter are carried out, this effect can be investigated further.

It should be highlighted that net aerosol flux measurements obtained from the eddy
covariance technique are a product of the net difference between total emissions and
deposition. Particle deposition is not however accounted for in the emission estimates.
In a strong source region such as a city with a lot of road traffic, the emission fluxes
are about two orders of magnitudes larger than the deposition fluxes (Mårtensson et al.,
2006), which is why there was no significant offset observed in the aersol fluxes in the
traffic dominated regions compared to the emission estimates. However, in the SE sector,
accumulated daily average emissions were negative (see table 3.2), as average hourly fluxes
were predominantly negative during weekdays (figure 3.8(d)), and low upward hourly
fluxes were observed during weekends (figure 3.9(d)). This reflects the lack of significant
sources in this area, as deposition can then occasionally dominate the net fluxes which is
also observed in other EC studies of particles in a similar size range (Moore et al., 2009).
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However, emission estimates are still compatible with both values for the aerosol mass
flux, indicating within this particle size range, deposition fluxes are on average not more
significant than emission even within the vegetation dominated SE sector.

The total daily average of the estimated emissions in the northern sector, shown in
table 3.2, consistently lay within the higher and lower value for the accumulated mass flux,
despite the discrepancy in the diurnal trend. This is the best assessment of the agreement
within the limitations of this method, and an indication that the magnitude of estimated
emissions likely has a good agreement with total fluxes in the traffic dominated region.
However, to improve the accuracy of the comparison, measurements of a size range, and
in a unit, more compatible with those of the available emission estimates of particles must
be made.

4.4 Summary of main conclusions

A method for comparing previously measured EC fluxes of CO2 and aerosols to emission
estimates based on SLB’s emission database was developed. It was applied successfully
to three out of four defined sub-areas for comparison. The results in the last sub sector
indicated that the flux footprint was not comparable to the area for which estimated
emissions were calculated. This result highlighted the main weakness of the method, that
the size and spatial distribution of the footprint over time, and the significant sources
within the fetch, must be relatively even.

A key issue in this project was the incompatibility of the particle flux measurements
and the available estimates of particle emissions. Unit conversion to mass flux and scaling
of PM10 to PM2.5 estimates introduces major uncertainties. The extent of the agreement
between estimated and measured fluxes of aerosols could therefore not be quantified to a
high degree of certainty. What can be deduced from the results is that within in traffic
dominated areas, the estimated emission was within the range of measured fluxes, and
most compatible with the mass flux obtained when applying the estimated minimum
density. Furthermore, the diurnal trend in aerosol fluxes showed a significant difference
in peak structure than the estimates during weekdays. Most probable explanations are
that driving patterns have a more significant impact on the mass emissions of particles
in the relevant size range than accounted for in EF based estimates, or an unconsidered
diurnal variation in particle density.

Average daily total emission of CO2 estimated using SLBs emission database featuring
HBEFA emission factors was found to be within 13 % to 17 % of average daily direct
flux measurements in traffic dominated areas. This agreement was within one standard
deviation of the measured values.

This project featured an initial comparison between EC flux measurements and emis-
sion estimates from SLB. The relatively good agreement found between two so widely
different ways to quantify emissions is a strong result, and to some extent a validation of
both methods. It is also an indication that local bottom-up emission inventories are suffi-
cient for many applications in climate research and development of mitigation strategies.
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vägplanering (EVA). Technical report, Statens Väg- och Transportforskningsinstitut.,
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J.B.R. Matthews, Y. Chen, X. Zhou, M.I. Gomis, E. Lonnoy, T. Maycock, M. Tignor,
and T. Water eld (eds.)]. In Press.
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